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A B S T R A C T

This paper deals with the optimization of piezoelectric actuators and sensors locations for active vibration control. Two modified optimization criteria are used, ensuring good observability or controllability of the structure, and considering residual modes to limit the spillover effect. Two optimization variables are considered for each piezoelectric device: the location of its center and its orientation. Genetic algorithms are used to find the optimal configurations. Several simulations are presented for a simply supported plate.

1. Introduction

In recent years, a great number of research results has been produced in active vibration control of flexible structures using piezoelectric actuators and sensors. It is obvious that misplaced sensors and actuators lead to problems such as the lack of observability and controllability which decreases strongly the performance of the control system. Many papers dealing with the optimization of actuators and sensors location can be found in the scientific journals. An exhaustive review until 2001 is presented in [1].

Two approaches can be distinguished. The first one consists of combining optimization of actuators/sensors locations and controller parameters. For example [2–7] propose a quadratic cost function taking into account the measurement error and the control energy. In [8], the energy dissipation method has been adopted as the criterion for the optimization of the control system. This method is based on the maximization of dissipation energy due to the control action. In [9], the spatial $H_2$ norm of the closed-loop transfer matrix from the disturbance to the distributed controlled output is used as the optimization index. Refs. [10,11] suggest the simultaneous design of a computationally simple $H_\infty$ controller and optimization of the location of sensors and actuators. In this first approach, the optimization criteria are dependent on the choice of controllers. Therefore, the optimal locations obtained using one controller may not be a suitable choice for another one.

In the second approach, the optimal locations are obtained independently of the controller definition. Several cost functions are used. Refs. [12–15,17,18] propose the maximization of a controllability/observability criterion using the gramian matrices. Ref. [19] suggests the maximization of the control forces transmitted by the actuators to the structure. Ref. [20] proposes a modal controllability index based on the same singular value analysis of the control vector. In [21–23], an optimal placement method using $H_2$ norm is presented.
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The spillover effects are a significant problem of active control implementation on real structures. As a matter of fact, because of the truncation of the model, there is no guarantee that the higher frequency modes will not contribute to the control spillover if a feedback controller is implemented on the system, since this controller will unintentionally excite them. However, few papers take into account the residual modes in the optimization problem, see [17,23–25].

In this paper, in order to simplify the optimization problem, and not to be limited to collocated actuators and sensors, the optimal location of sensors and actuators are computed independently. The modified optimization criteria presented in [17] are used. They ensure good observability and good controllability of the structures and consider residual modes to limit the spillover effects. The optimization parameters are the location of the actuator/sensor center and their orientation on the structure. A numerical approach using a Genetic Algorithm (GA) method [26] is adopted to maximize the two cost functions. GA methods are computationally effective in finding the global optimal solution for a not convex function which has not derivative. Several authors have yet used this method to optimize the actuators and sensors locations, for example [7–9,15,18,16].

In the first part of this work, we point out the active vibration control equations. In the third section, the optimization criteria used for sensors and actuators locations are presented. Then, the GA method is briefly recalled in Section 4. Results are shown for a simply supported plate in Section 5. Finally, Section 6 is devoted to the application of the GA to active vibration control.

2. Equations of active vibration control

Consider a flexible structure with \( N_a \) piezoelectric actuators and \( N_s \) piezoelectric sensors. From analytical model or finite element analysis, equations of motion and the sensors’ output equations of the system in modal coordinates can be written as follows:

\[
\ddot{x}_i + 2\zeta_i \omega_i \dot{x}_i + \omega_i^2 x_i = \sum_{l=1}^{N_a} b_{il} \Phi_l, \quad i = 1, \ldots, N
\]  

(1)

\[
\ddot{x}_i + 2\zeta_i \omega_i \dot{x}_i + \omega_i^2 x_i = \sum_{l=1}^{N_s} b_{il} \Phi_l, \quad i = 1, \ldots, N^R
\]  

(2)

\[
y_j = \sum_{l=1}^{N} c_{jl} x_l + \sum_{l=1}^{N^R} c_{jl}^R x_l, \quad j = 1, \ldots, N_s
\]  

(3)

where the \( N \) first eigenmodes and \( N^R \) residual eigenmodes are considered. The choice of \( N \) and \( N^R \) depends on the external loads applied to the structure. \( x_i, \dot{x}_i \) and \( \ddot{x}_i \) represent modal displacement, velocity and acceleration, \( \omega_i \) and \( \zeta_i \) are the natural frequency and damping ratio of the \( i \) th mode, and \( \omega_i^R \) and \( \zeta_i^R \) those of the residual modes; \( b_{il} \Phi_l \) is the \( i \) th modal component of the control force due to the electric potential \( \Phi_l \) applied to the \( l \) th actuator, \( b_{il}^R \Phi_l \) is the \( i \) th residual modal component of the force appearing with the actuation of the actuator \( l \). \( y_j \) is the quantity measured from the \( j \) th sensor. \( c_{jl} \) is the sensing constant of the \( j \) th sensor due to the motion of the \( l \) th mode and \( c_{jl}^R \) those due to the motion of the \( l \) th residual mode. \( b_{il}, b_{il}^R, c_{jl}, c_{jl}^R \) depend respectively, on the \( l \) th actuator location and \( j \) th sensor location.

These equations can be written in an usual state-space form, using the state vector \( \mathbf{x} \) (size \((N+N^R)\times(N+N^R)\)):

\[
(\mathbf{x}) = [\omega_i x_i \ \dot{x}_i]^T
\]  

(4)

\[
\frac{d}{dt}(\mathbf{x}) = [\mathbf{A}]\mathbf{x} + [\mathbf{B}]\mathbf{\Phi}
\]  

(5)

\[
(\mathbf{y}) = [\mathbf{C}]\mathbf{x}
\]  

(6)

where \([\mathbf{A}]_{2N+N^R,2N+N^R}, [\mathbf{B}]_{2N+N^R,N_a}\) and \([\mathbf{C}]_{N_s,2N+N^R}\) are the state, control and output matrices given by

\[
[\mathbf{A}] = \begin{bmatrix}
0 & 0 & [\omega_i] & 0 \\
0 & 0 & 0 & [\omega_i^R] \\
-\omega_i & 0 & -[2\zeta_i \omega_i] & 0 \\
0 & -\omega_i^R & 0 & -[2\zeta_i^R \omega_i^R]
\end{bmatrix}
\]  

(7)

\[
[\mathbf{B}]^T = [[0] \ [b_{il}] \ [0] \ [b_{il}^R]]
\]  

(8)

\[
[\mathbf{C}] = [[c_{jl}] \ [c_{jl}^R] \ [0] \ [0]]
\]  

(9)

\(\mathbf{\Phi}\) is the electric potential vector applied to the piezoelectric actuators.

From Eq. (5), several automatic tools can be used to actively control vibrations [27]. Even as the actuation must be designed to bend the \( N \) first eigenmodes, it also excites the residual modes. This effect is called spillover [27]. In fact, the
best case would be having

\[ b_{ii} > 0, \quad \forall i \in 1, \ldots, N_a, \quad \forall i \in 1, \ldots, N \]

\[ b_{ii}^0 = 0, \quad \forall i \in 1, \ldots, N_a, \quad \forall i \in 1, \ldots, N^R, \]

ensuring actuation (or controllability) for the \( N \) first modes and no influence (or no controllability) of the \( N^R \) residual modes.

In the same way, the vibrational information given by the piezoelectric sensors to the control system contains contributions on residual modes. As these residual modes are neglected in the control system, the sensors information does not correspond to the required information. The best case would be having

\[ c_{ij} > 0, \quad \forall j \in 1, \ldots, N_s, \quad \forall i \in 1, \ldots, N \]

\[ c_{ij}^0 = 0, \quad \forall j \in 1, \ldots, N_s, \quad \forall i \in 1, \ldots, N^R \]

in order to have each mode \((i \in 1, \ldots, N)\) to be well observed (good observability) and each residual mode not to be observed (non-observability).

Hence, before setting up the regulator and observer system, the active elements’ locations have to be defined.

### 3. The optimization criteria for piezoelectric actuators and sensors locations

In this paper, the modified optimization criteria presented in [17] are used. They ensure good observability and good controllability of each mode considering them with homogeneity and not globally as it is usually done. The residual modes are taken into account to limit the spillover effects.

#### 3.1. Optimal location of sensors

When the system is released from the initial state \([x(0)] = [x_0]\), as when it is subjected to a persistent disturbance, [13] has shown that maximizing the system output \( \int_0^\infty [y_i]^2 \mathrm{d}t \) (for desired modes) yields maximizing the gramian observability matrix defined by

\[ \mathbf{W}_o = \int_0^\infty e^{A^\top t} \mathbf{C}_i^\top \mathbf{C}_i e^{A^\top t} \mathrm{d}t \]

where \( \mathbf{W}_o \) tends to a diagonal form

\[ (\mathbf{W}_o)_{ii} = (\mathbf{W}_0)_{i+N_i+N} = \sum_{j=1}^{N_i} \frac{c_{ij}^2}{4s_i c_{ij}} = \frac{1}{4s_i} \sum_{j=1}^{N_i} c_{ij}^2, \quad i = 1, \ldots, N \]

Each diagonal term \( (\mathbf{W}_o)_{ii} \) corresponds to the maximization of the output energy \( J_i \) for the \( i \) th mode obtained if we consider the state equation reduced to the \( i \) th mode:

\[
\begin{pmatrix}
\omega_j x_i \\
\dot{x}_i
\end{pmatrix} =
\begin{pmatrix}
0 & \omega_i \\
-\omega_i & -2\omega_i c_{ij}
\end{pmatrix}
\begin{pmatrix}
\omega_j x_i \\
\dot{x}_i
\end{pmatrix} +
\begin{pmatrix}
0 \\
[b_{ii}]
\end{pmatrix}
\begin{pmatrix}
\phi_i
\end{pmatrix}
\]

\[ (\mathbf{y}) = \mathbf{C}_i
\begin{pmatrix}
\omega_j x_i \\
\dot{x}_i
\end{pmatrix}, \quad J_i = \int_0^\infty (\mathbf{y})^\top (\mathbf{y}) \mathrm{d}t \]

Consequently, if the \( i \) th eigenvalue of \( \mathbf{W}_o \) is small, it means that the \( i \) th mode will not be observed well.

To have a convenient information about the \( N \) first eigenmodes and to minimize the information of each residual mode, the following optimization criterion could be considered: find the sensors locations \( S_1, \ldots, S_{N_s} \) to maximize

\[
\left\{ \min_{i = 1, \ldots, N} (\mathbf{W}_o^i(S_1, \ldots, S_{N_s}))_{ii} - \gamma \max_{i = 1, \ldots, N^R} (\mathbf{W}_o^R(S_1, \ldots, S_{N_s}))_{ii} \right\}
\]

where \( \gamma \) is a weighting constant. \((\mathbf{W}_o^i(S_1, \ldots, S_{N_s}))_{ii}\) and \((\mathbf{W}_o^R(S_1, \ldots, S_{N_s}))_{ii}\) are respectively, the output energy of the \( i \) th unresidual and the \( i \) th residual eigenmode, when the \( N_s \) sensors are located in \( S_1, \ldots, S_{N_s} \). But as the components of \( \mathbf{W}_o \) have not the same range, solving this problem can induce the study of particular modes instead of each of them, and then the obtained locations will not be optimal. Hence, to establish homogeneity between each term \( (\mathbf{W}_o)_{ii} \) we have suggested in [17] to divide each of them by its maximal value obtained when the \( i \) th mode is the specific mode to be measured. Then, the optimization problem, considered here is to find the sensors locations \( S_1, \ldots, S_{N_s} \) which maximize

\[
J_5 = \min_{i = 1, N} \frac{(\mathbf{W}_o^i(S_1, \ldots, S_{N_s}))_{ii}}{\max_{S_1, \ldots, S_{N_s}} (\mathbf{W}_o^i(S_1, \ldots, S_{N_s}))_{ii}} - \gamma \max_{i = 1, N^R} \frac{(\mathbf{W}_o^R(S_1, \ldots, S_{N_s}))_{ii}}{\max_{S_1, \ldots, S_{N_s}} (\mathbf{W}_o^R(S_1, \ldots, S_{N_s}))_{ii}}
\]
\[
\begin{align*}
\min_{i=1,N} & \sum_{j=1}^{N_e} c^2_{ji} \\
\max_{i=1,N^R} & \sum_{j=1}^{N_e} c^2_{ji} \\
\text{with } & \forall i = 1, \ldots, N + N^R, 0 \leq \frac{(W_d(S_1, \ldots, S_{N_e}))_{ii}}{\max_{i=1,\ldots, N^R} (W_d(S_1, \ldots, S_{N_e}))_{ii}} \leq 1
\end{align*}
\]

In this approach, all the modes are studied with the same range. \(\max_{i=1,\ldots, N^R} (W_d(S_1, \ldots, S_{N_e}))_{ii}\) represents the maximal output energy which could be measured for the \(i\) th mode by the sensors. Residual modes are not neglected; their influence on the structure dynamic is controlled by using \(\gamma\).

### 3.2. Optimal location of actuators

The optimal locations of actuators are determined in the same way as the optimal locations of sensors. The objective here is to find actuators locations that minimize the control energy required to bring the modal system (considering the \(N\) first eigenmodes) to a desired state \(\{x_t\}\) after some time \(T\) :

\[
J = \min_{\{\Phi\}} \int_0^T \{\Phi^T \{\Phi\} \} dt
\]

The optimal solution gives the following optimal control energy:

\[
J = [e^{A^T} (\{x_0\} - \{x_T\})] W^{-1} (T) [e^{A^T} (\{x_0\} - \{x_T\})]
\]

where \(W(T)\) is the controllability gramian matrix defined by

\[
[W(T)] = \int_0^T e^{A^T} \{B\} e^{A^T} \{B\} dt
\]

Minimizing \(J\) with respect to the actuators locations consists in minimizing \(W^{-1}(T)\) or maximizing a measure of the controllability gramian matrix [13].

Ref. [13] has shown that instead of using \(W(T)\), a steady-state \(W_c\) can be considered to eliminate the dependency of the solution \(T\). \(W_c\) tends to a diagonal form with

- for unresidual modes \((i = 1, \ldots, N)\)
  \[
  (W_c)_{ii} = (W_c)_{i+N+N^R,i+N+N^R} = (W_{ci})_{ii} = \sum_{j=1}^{N_e} \frac{b^2_{ij}}{4_{i}(\omega_{ij})} = \frac{1}{4_{i}(\omega_{ij})} \sum_{j=1}^{N_e} b^2_{ij}
  \]

- for residual modes \((i = 1, \ldots, N^R)\)
  \[
  (W_c)_{i+N,i+N} = (W_c)_{i+2N+N^R,i+2N+N^R} = (W_{ci})_{ii} = \frac{1}{4_{i}(\omega_{ij})} \sum_{j=1}^{N_e} (b^2_{ij})
  \]

\((W_{ci})_{ii}\) and \((W_{ci})_{ii}\) equal to the energy transmitted from the actuators to the structure for the \(i\) th used or residual eigenmode.

Hence, if the eigenvalue \((W_{ci})_{ii}\) is small, the \(i\) th eigenmode is difficult to control: there is no controllability for the system. Similarly, if the eigenvalue \((W_{ci})_{ii}\) corresponding to the \(i\) th residual mode is high, the induced spillover effect can be important.

The usual criteria take into account globally the eigenmode. Instead of maximizing a global norm of \(W_c\), which means minimizing the electrical energy, a first optimization criterion could be to find the actuators location which maximize

\[
\left\{ \min_{i=1,N} (W^U(\{A_1, \ldots, A_{N_e}\}))_{ii} - \gamma \max_{i=1,N^R} (W^R(\{A_1, \ldots, A_{N_e}\}))_{ii} \right\}
\]

where \(\gamma\) is a weighting constant. \(A_i\) is the location of the \(i\) th actuator. But as the components of \(W_c\) have not the same range, solving this problem can induce the study of particular modes instead of each of them, and then the obtained locations will not be optimal.

Consequently, each term \((W_c)_{ii}\) is divided by its maximal value obtained when the \(i\) th mode is the specific mode to be controlled. This maximal value is the maximal energy which can be transmitted from the actuators for the \(i\) th eigenmode.

Hence, using the homogeneous components, the optimization problem becomes to find the actuators location which maximize

\[
J_A = \left\{ \min_{i=1,N} \frac{(W^U(\{A_1, \ldots, A_{N_e}\}))_{ii}}{\max_{A_1, \ldots, A_{N_e}} (W^U(\{A_1, \ldots, A_{N_e}\}))_{ii}} - \gamma \max_{i=1,N^R} \frac{(W^R(\{A_1, \ldots, A_{N_e}\}))_{ii}}{\max_{A_1, \ldots, A_{N_e}} (W^R(\{A_1, \ldots, A_{N_e}\}))_{ii}} \right\}
\]
The optimization problems, considered in this paper, are described in (16) and (24) where the numbers of actuators and sensors are fixed. As the optimization problem is not convex and the objective functions and constraints do not have closed form derivatives with respect to the design variables, genetic algorithms (GA) seem to be adapted well [26]. Several authors have yet used them for optimal location of actuators and sensors, see for example [7–9, 15, 18, 28, 29]. In this work, the two optimization problems are similar, but to simplify the optimization procedure, they are solved independently. Very few papers deal with the orientations of sensors and actuators [22,30]. Here, they are taken into account as optimization variables.

In this section, the use of GA for actuators location optimization is detailed. The optimization procedure for sensors locations is computed in the same way.

Finding the location of \( N_a \) actuators, consists here of determining the coordinate of each actuator’s center \((x_a, y_a)\) and the actuator’s orientation \((0 \leq \theta_a < 2\pi)\). The optimization variables vector for optimal location of actuators is \( \{x_1, y_1, \theta_1, x_2, y_2, \theta_2, \ldots, x_{N_a}, y_{N_a}, \theta_{N_a}\} \).

GAs are derived from the mechanics of natural selection and genetics. They are an effective numerical method to find an optimal (or sub-optimal) solution to a complicated multiparameter optimization problem, without calculating the derivatives of the function to be optimized. Basically, GA find the optimal solution through iterating the GA operations on a population, which consists of a number \( N_i \) of candidate solutions to the optimization problem.

Vocabulary of natural genetics is used in GA:

- The considered population contains \( N_i \) individuals.
- One individual represents a candidate solution of the optimization problem. In our work, it consists of the set of \( N_a \) actuators. Each individual is defined by \( N_a \) chromosomes.
- A chromosome here is the location of one actuator.
- Each chromosome is defined with a sequence of three genes: the coordinates of the actuator’s center and the actuator’s orientation.

Several representation for genes can be used (binary or real-encoded). Here, we use the real-encoded GA [31].

The GA method starts with a randomly generated population. At each iteration, a new population is created by repeating the following steps:

- Selection: select two parent individuals from the population according to their fitness value (i.e. \( J_A \) criteria): the better fitness, the bigger chance to be selected.
- Crossover: using arithmetical crossover [31], the two selected parents give two children.
- Mutation: with a mutation probability, some chromosomes of the child are changed randomly.
- Place new offspring in the new population.

The crossover makes the GA process move in a desirable direction, and the mutation helps to prevent the process from getting trapped in a local optimal solution.

A conservation step is added and applied to the new generation: it consists of keeping the best parent (i.e. the greatest fitness value) in this new generation.

The GA stops when a certain number of iterations has been reached. Of course, the results obtained from GA process with the limited number of iterations might be a suboptimal solution. To get a result with higher confidence, one has to run the GA process either several times, each with a randomly generated initial conditions, or with sufficient number of iterations [9].

5. Application of the GA for optimal location of piezoelectric devices

In this section, the application of the optimization process is discussed. A simply supported elastic plate is considered, equipped with piezoelectric actuators and sensors. In order to consider only pure bending motion, each actuator and
sensor is made up of a pair of same piezoelectric material attached symmetrically. They are assumed to be perfectly bonded to the surface of the plate, and their thickness is assumed to be small compared to the plate thickness. The geometrical and mechanical properties of the system are detailed in Tables 1–3. The optimization variables considered in the optimization problems for one device are the coordinates of its center \(G\) and its orientation \(L, l, 2h\) and \(L_p, I_p\) and \(h_p\) are respectively, the length, width, thickness of the plate and those of the piezoelectric patches.

### 5.1. Analytical equations

As the geometrical properties of piezoelectric are small compared to those of the elastic plate, piezoelectric patches can be neglected in the computation of eigenmodes. In case of an isotropic material for a simply supported plate, the analytical formula of eigenvalues and eigenmodes are well known and equal to

\[
\psi_m(x,y) = \sin\left(\frac{\pi x}{L}\right) \sin\left(\frac{\pi y}{T}\right) \frac{2}{\sqrt{L m}}
\]

\[
\omega_m = \pi^2 \left(\frac{r}{L}\right)^2 + \left(\frac{n}{T}\right)^2 \sqrt{\frac{D}{m}}
\]

where \(r\) and \(n\) are the number of half waves in the \(x\) and \(y\) directions. \(D = Eh^3 / 12(1-\nu^2)\) is the flexural rigidity of the plate, \(m\) represents the mass per unit area of the plate, \(E\) and \(\nu\) are respectively, Young’s modulus and Poisson’s ratio of the plate.

### Table 1

Geometrical characteristics of the plate and the piezoelectric patch.

<table>
<thead>
<tr>
<th></th>
<th>Plate</th>
<th>Piezoelectric (tests 1–4, 6)</th>
<th>Piezoelectric (test 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>0.38</td>
<td>0.02</td>
<td>0.073</td>
</tr>
<tr>
<td>Width (m)</td>
<td>0.3</td>
<td>0.01</td>
<td>0.016</td>
</tr>
<tr>
<td>Thickness (m)</td>
<td>0.002</td>
<td>0.0001</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

### Table 2

Characteristics of piezoelectric patch PZT5A.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\varepsilon_{33}) (F m(^{-1}))</td>
<td>1.5(\times)10(^{-8})</td>
<td></td>
</tr>
<tr>
<td>(\varepsilon_{31}) (C m(^{-2}))</td>
<td>-7.209</td>
<td></td>
</tr>
<tr>
<td>(\varepsilon_{32}) (C m(^{-2}))</td>
<td>-7.209</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3

Mechanical characteristics of the elastic plate.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho) (kg m(^{-3}))</td>
<td>7870</td>
</tr>
<tr>
<td>(E) (GPa)</td>
<td>207</td>
</tr>
<tr>
<td>(\nu)</td>
<td>0.292</td>
</tr>
<tr>
<td>(\zeta)</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

\[\text{Fig. 1. An elastic plate equipped with one piezoelectric device.}\]
The couples of eigenvalue/eigenmode are organized from smallest to highest eigenvalues, and to simplify notations, they are written with only one indice: \((\omega_i, \psi_i)\). \((\omega^R_i, \psi^R_i)\) will represent the \(i\) th residual couple of eigenvalue/eigenmode.

Introducing the piezoelectric law in the equilibrium equation, and from the usual modal analysis, the modal dynamic equation is obtained in the form of (1). \(b_{ij}\) represents the action of the \(j\) th actuator to the \(i\) th eigenmode and equals to

\[
b_{ij} = \zeta \int_S e_{31} \frac{\partial^2 \psi_i}{\partial x^2} + e_{32} \frac{\partial^2 \psi_i}{\partial y^2} \, dS
\]

where \(S\) is the area of the actuator, \(e_{31}\) and \(e_{32}\) are the piezoelectric coefficient, \(\zeta = (2h + h_p)\).

In the case of the sensor’s output equation, there exist two basic approaches for calculating the piezoelectric sensor voltage [15]. One approach is to consider an open-circuit configuration in which the total surface charge is assumed to be zero and the sensor voltage is obtained by integrating the electric field over the sensor. Another approach is to consider a closed-circuit configuration in which the electric field becomes zero and the total charge on the sensor is obtained by integrating the electric displacement over the sensor area. Here, the first approach is followed.

Consider the \(j\) th sensor made up of a pair of two patches. The output voltage \(V^+_j\) that appears between the electrodes of the patch bonded on the plate at \(z = h\) can be calculated as [32]

\[
V^+_j = \frac{1}{S} \int_S \phi(h+h_p) - \phi(h) \, dS
\]

where \(S\) is the effective electrode surface, assumed equals to \(S = L_p \times l_p\). In the same way, the output voltage \(V^-_j\) over the patch bonded at \(z = -h\) is

\[
V^-_j = \frac{1}{S} \int_S \phi(-h) - \phi(-h-h_p) \, dS
\]

Then, in order to measure only pure bending motion, the output voltage \(y_j\) over the \(j\) th sensor will be

\[
y_j = \frac{V^-_j - V^+_j}{2}
\]

Combining the hypothesis of this approach (i.e. here the third components of electrical displacement equals to zero in the piezoelectric) with the piezoelectric constitutive behaviour equations gives the relation of \(V^+_j\) and \(V^-_j\) with respect to the strains modal displacement. The output voltage \(y_j\) over the \(j\) th sensor becomes

\[
y_j = \sum_{i=1}^{N_j} c_{ji} x_i
\]

where

\[
c_{ji} = \frac{1}{e_{33} S h_p} \left( \frac{h_p}{2} + h \right) \int_S e_{31} \frac{\partial^2 \psi_i}{\partial x^2} + e_{32} \frac{\partial^2 \psi_i}{\partial y^2} \, dS
\]

Hence, using the expressions (27) and (32) of \(b_{ij}\) and \(c_{ji}\) in the optimization criteria (24) and (16) give

\[
J_A = \min_{i=1, N_p} \max_{N_{11}, \ldots, N_{1n}} \sum_{j=1}^{N_p} \int_S e_{31} \frac{\partial^2 \psi_i}{\partial x^2} + e_{32} \frac{\partial^2 \psi_i}{\partial y^2} \, dS \quad \text{subject to} \quad \sum_{j=1}^{N_p} \int_S e_{31} \frac{\partial^2 \psi_i}{\partial x^2} + e_{32} \frac{\partial^2 \psi_i}{\partial y^2} \, dS = \gamma \max_{i=1, N_p} \sum_{j=1}^{N_p} \int_S e_{31} \frac{\partial^2 \psi_i}{\partial x^2} + e_{32} \frac{\partial^2 \psi_i}{\partial y^2} \, dS
\]

\[
J_S = \min_{i=1, N_p} \max_{N_{11}, \ldots, N_{1n}} \sum_{j=1}^{N_p} \int_S e_{31} \frac{\partial^2 \psi_i}{\partial x^2} + e_{32} \frac{\partial^2 \psi_i}{\partial y^2} \, dS \quad \text{subject to} \quad \sum_{j=1}^{N_p} \int_S e_{31} \frac{\partial^2 \psi_i}{\partial x^2} + e_{32} \frac{\partial^2 \psi_i}{\partial y^2} \, dS = \gamma \max_{i=1, N_p} \sum_{j=1}^{N_p} \int_S e_{31} \frac{\partial^2 \psi_i}{\partial x^2} + e_{32} \frac{\partial^2 \psi_i}{\partial y^2} \, dS
\]

As soon as actuators and sensors are made with the same piezoelectric material, the two optimization problems are similar and results will be identical.

Note that in this work, the orientation of devices (actuators and sensors) are taken into account in the optimization process. As devices are not necessarily parallel to the plate, in order to take into account the orientation of the devices, the following transformation of variables must be applied to calculate the integrals in (33) and (34) (see Fig. 1):

\[
X = (x-x_C)\cos\theta + (y-y_C)\sin\theta
\]

\[
Y = (y-y_C)\cos\theta - (x-x_C)\sin\theta
\]

\((X, Y)\), \((x, y)\) and \((x_C, y_C)\) are respectively, the local coordinates in the referential of the device, the global coordinates in the referential of the plate and the coordinates of the device’s center \(G\) in the referential of the plate.
To allow the rotation of patches near the edges of the plate, the admissible area for the center of devices is restricted to the internal rectangle presented in Fig. 1. \( d = \sqrt{l_p^2 + L_p^2}/2 \).

In all simulations, the GA parameters are as follows: the population size, the crossover probability, the mutation probability and the number of generations are set as 16, 100 percent, 10 percent, 50, respectively, and at each iteration, the best parent is kept in the new generation.

5.2. First application: tests 1 and 2: use and validation of GA

In this subsection, two first examples are presented to demonstrate the feasibility and efficiency of the proposed method. The plate is discretized in \( 20 \times 20 \) elements, each element representing a candidate location for piezoelectric patches.

**Fig. 2.** Test 1: variation of criterion \( J_1 \) for one piezoelectric sensor (\( \gamma = 0 \)).

**Fig. 3.** Test 1: evolution of the fitness function values.
At first GA is used to find the location of two piezoelectric sensors in order to well observe the first five vibration modes. Residual modes are neglected ($\gamma = 0$ in the criterion), and the optimization variables are restrained to $S_j = (x_j G, y_j G)$ for the two sensors. The variation of the criterion, function of the location of a single sensor, is shown in Fig. 2. The criterion is obviously not convex and includes several local and global optima.

The convergence of the fitness function is shown in Figs. 3 and 4. The optimal obtained locations are presented in Fig. 5 and are $(0.1425, 0.0825), (0.0665, 0.1875)$. An exhaustive research of the global optimal locations (400² configurations) leads to 32 optimal results, which include the location found by the GA. The value of the criteria is 0.429. It means that each eigenmode is at least observed 42 percent comparing the case with one sensor solely optimally located for this eigenmode.

In a second test, the optimal locations of three sensors are studied to well observe the eight first eigenmodes. The locations $(0.0475, 0.1725), (0.1805, 0.0375)$ and $(0.2375, 0.1875)$ are obtained using GA, with the criterion equals to 0.343. In order to verify that these locations are local optima, the criterion is calculated for every placement near of the obtained locations (see Fig. 6). Considering for one sensor, 8 locations near its optimal location, 8³ configurations are

![Fig. 4. Test 1: evolution of the mean value of the fitness function.](image-url)

![Fig. 5. Test 1: optimal location for the two piezoelectric sensors.](image-url)
considered. The values of the criterion are plotted Fig. 7 with increasing order. The maximal value equals to the value which corresponds to the optimal locations. This study shows that the optimal location given by GA is at least local optima.

5.3. Second application: test 3: the use of residual eigenmodes in the criteria

The optimization of piezoelectric actuators location is now considered and the plate is discretized in $20 \times 20$ elements. The optimization variables are again restrained to $A_i = (x_i, y_i)$ for the $i$th device.

In test 3, $\gamma = 0.5$ and the number of actuators varies from 1 to 5. The objective is to well control the 10 first eigenmodes ($N = 10$) and avoid the control of the 11th to 15th eigenmodes ($N_R = 5$). The better configuration should be:

- to maximize $\lambda_U = \max_{i=1, N}(W_i(A_1, \ldots, A_n))_{ii}/\max_{i=1, N_R}(W_i(A_1, \ldots, A_n))_{ii}$;
- to minimize $\lambda_R = \min_{i=1, N}(W_i(A_1, \ldots, A_n))_{ii}/\max_{i=1, N_R}(W_i(A_1, \ldots, A_n))_{ii}$.

The GA is used for several actuators number. Fig. 8 represents $\lambda_U$ and $\lambda_R$ with respect to $N_a$. These curves can be compared with results obtained without taking into account the residual modes, and shown in Fig. 9. In this case, for all values of $N_a$, some residual modes are better actuated than some of the $N$ first modes: the actuators are more
efficient to actuate some residual modes than the eigenmodes which should be controlled. This result reverses when residual modes are used in the criteria. In this case, the worst controlled eigenmode between the $N$ first modes is better controlled than the best actuated residual mode: the actuation of devices is mainly on the $N$ first modes.

5.4. Third application: tests 4 and 5: the use of the orientation of devices as an optimization variable in the criteria

Now the orientation $\theta$ of each piezoelectric device is used as optimization variable in the GA. Here, $N = 5$, $N^R = 3$, $\gamma = \tilde{\gamma} = 0.5$. The admissible area is discretized in $21 \times 21$ elements, each corner representing a candidate location of $G$. The admissible values of $\theta$ considered in GA are $(i-1)\pi/12$ for $i = 1, \ldots, 12$.

In test 4, two small sensors are located (same size as the previous tests). The optimal solutions are $(0.2967, 0.1775, \pi/2)$, $(0.2611, 0.2189, 5\pi/6)$ and are plotted in Fig. 10. In order to study the influence of orientation of each sensor on the criteria, the criteria is calculated for the following configurations:

- sensor 1 is fixed and the orientation of sensor 2 is varying between 0 and $11\pi/12$;
- sensor 2 is fixed and the orientation of sensor 1 is varying between 0 and $11\pi/12$.

In these two cases, the maximal relative variation is obtained from

$$\frac{\max_{i}j - \min_{i}j}{\max_{i}j} \times 100$$

(37)
Their values are smaller than 0.25 percent: in this example, the use of orientations as optimization variables is not significant.

In test 5, one long actuator is considered (see Table 1 for dimensions). The optimal location is (0.0984, 0.195, $\pi/4$). The variation of the criteria $J_A$, the contribution of the $N$ first modes $\lambda^U$, and the residual modes $\lambda^R$, are plotted in Fig. 11. The value of $\lambda^U$ is over 0.25 for all orientations and its maximal value is obtained when $\theta = \pi/4$. The variation of $\lambda^R$ with respect to $\theta$ is more important: its value is between 0.22 to 0.32. The minimization of $\lambda^R$ is obtained for $\theta = \pi/3$. In this case, taking into account the orientation of the actuator allows to reduce the effects of residual modes.

6. Application for active control

In this section, we consider the active control of the previous plate, where the first five modes have to be controlled and modes 6–8 are considered residual. The external loads applied to the structure are initial conditions, dirac and sinusoidal loads. In order to decrease the vibrations, the plate is equipped with two piezoelectric actuators and sensors. Using the GA with $\gamma = \tilde{\gamma} = 0.5$, these actuators and sensors are respectively, located in: (0.2615, 0.0806, $\pi/6$), (0.0827, 0.1222, $7\pi/12$), and (0.2973, 0.1778, $\pi/2$), (0.2615, 0.2194, $5\pi/6$).

![Fig. 10. Test 4: optimal location of two sensors.](image1)

![Fig. 11. Test 5: variation of $\lambda^U$ (triangles), $\lambda^R$ (circles) and $J_A$ (stars) with respect to $\theta$.](image2)
6.1. Control law and observer

In order to actively control vibrations, a linear quadratic control method, including a state observer, is developed from the state equation (5) considering the $N$ first eigenmodes. Assuming that the state equation is controllable, it consists in using a control law:

$$\phi = -K\hat{x}$$

which minimizes a cost function given by

$$J_\phi = \frac{1}{2} \int_0^\infty \left[ (\phi^\top Q \phi + \phi^\top R \phi) \right] dt$$

where $[Q]$ is a positive matrix and $[R]$ is a positive semidefinite matrix. The optimal solution is

$$K = [R]^{-1} [B]^\top [P]$$

where $[P]$ satisfies the Riccati equation:

$$[A]^\top[P] + [P][A] - [P][B][R]^{-1}[B]^\top[P] + [Q] = 0$$

The choice of $[Q]$ and $[R]$ is not easy [33]. In this application, $[Q]$ is chosen so that $(\phi^\top Q \phi)$ represents the mechanical energy. $[R]$ is a diagonal matrix, which components are chosen such that the maximal values of $\phi$ are less than the maximal admissible values for the piezoelectric materials under consideration.

In order to be implemented, the optimal state control law needs knowledge of the state vector $\phi$. This knowledge is not complete since only the output voltages in $[y]$ are observed. Assuming that the state system verifies the observability criteria, an estimation $\hat{x}$ is computed using a Luenberger observer [34] which is such that

$$\frac{d}{dt} \hat{x} = [A]\hat{x} + [B]\phi + [L](y - [C]\hat{x})$$

where $[L]$ is the observance gain matrix. It is chosen such that the real parts of the eigenvalues of $[A] - [L][C]$ are negative. Consequently, the control law applied to the actuators becomes

$$\phi = -[K]\hat{x}$$

6.2. Active control of the plate subjected for several external loads

In this subsection, the efficiency of the active control and of the optimization procedure are evaluated for several external loads. The construction of the control and observer is done using MATLAB. The three tests are described below:

- test 6: the following initial conditions are considered to excite the plate:

  $$\zeta_i(t=0) = \begin{cases} 1 & i = 1, 2, 3 \\ 0 & \text{else} \end{cases}$$

Fig. 12. Test 6: the output of sensor 1.
Fig. 13. Test 6: the output of sensor 2.

Fig. 14. Test 7: the output of sensor 1.

Fig. 15. Test 7: the output of sensor 2.
Fig. 16. Test 8: the output of sensor 1.

Fig. 17. Test 8: the output of sensor 2.

Fig. 18. Test 6: the input of actuator 1.
Fig. 19. Test 6: the input of actuator 2.

Fig. 20. Test 7: the input of actuator 1.

Fig. 21. Test 7: the input of actuator 2.
**Fig. 22.** Test 8: the input of actuator 1.

**Fig. 23.** Test 8: the input of actuator 2.

**Fig. 24.** Test 6: the mechanical modal energy.
test 7: the plate is subjected to a transversal dirac effort, located at the point (0.05, 0.06),
test 8: the plate is subjected to a transversal sinusoidal effort at the point (0.1, 0.1) equals to $100 \times \cos(200\pi t)$.

The sensors output in open and closed loop are plotted in Figs. 12–17. The amplitude decay of the open loop response comes from natural damping, while that of the closed loop system comes mainly from the feedback control. Figs. 18–23 show the required input voltage for the active control. For each test, $[R]$ is chosen such that the maximal values of the input voltage will be less or equal to 250 V.

These results are compared with those obtained with piezoelectric actuators and sensors located randomly respectively, in (0.0648, 0.1916, 0), (0.3331, 0.1361, 0), and (0.3509, 0.2055, 0), (0.2055, 0.1084, 0). Figs. 24–26 show the mechanical modal energy (normalized by the maximal value) defined by

$$Em(t) = \frac{1}{2} \sum_{i=1}^{N_e} \dot{\omega}_i^2(t) + \omega_i^2 \ddot{\omega}_i^2(t)$$

The mechanical displacement at the middle of the plate is plotted in Figs. 27–29. For each load, the vibration of the structure with random locations decays slower than that of optimal locations obtained with GA. The simulation results show that the placement is effective and the vibration can be suppressed quickly.
7. Conclusion

In this paper, the optimal position and orientation of piezoelectric actuators and sensors for active vibration control is considered. For each optimization problem, a modified optimization criterion is used. It derives from usual approaches, ensuring good observability and controllability of each mode of the structure and taking into account the residual modes which should be less observable and controllable. Genetic algorithms are well adapted to solve these optimization problems where the criteria are not convex and not easily derivable. Several applications are presented in the case of a simply supported plate. Simulations show the efficiency of GA for these optimization problems. The use of GA allows to take into account easily the study of the piezoelectric devices’ orientation in the optimization process. The effect of this orientation is not really significant for a simply supported plate. But the introduction of this methodology with Finite Element modelling will allow to study more complex structures, where the influence of patches’ orientation would be significant.

Fig. 27. Test 6: the mechanical displacement.

Fig. 28. Test 7: the mechanical displacement.
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Fig. 29. Test 8: the mechanical displacement.


